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ABSTRACT This article presents a novel three-dimensional level set method for the segmentation of
textured volumes. The algorithm combines sparse and multi-resolution schemes to speed up computations
and utilise the multi-scale nature of extracted texture features. Themethod’s performance is also enhanced by
graphics processing unit (GPU) acceleration. The segmentation process starts with an initial surface at the
coarsest resolution of the input volume and moves to progressively higher scales. The surface evolution
is driven by a generalised data term that can consider multiple feature types and is not tied to specific
descriptors. The proposed implementation of this approach uses features based on grey level co-occurrence
matrices and discrete wavelet transform. Quantitative results from experiments performed on synthetic
volumes showed a significant improvement in segmentation quality over traditional methods. Qualitative
validation using real-world medical datasets, and comparison with other similar GPU-based algorithms,
were also performed. In all cases, the proposed implementation provided good segmentation accuracy while
maintaining competitive performance.

INDEX TERMS Deformable models, GPU acceleration, image segmentation, level sets, texture analysis.

I. INTRODUCTION
Image segmentation can be defined as a process for
partitioning the image into distinct regions. Nowadays,
this task is often an important step in the analysis of
both two-dimensional (2D) images and three-dimensional
(3D) volumes. Applications such as autonomous driving,
intruder detection, and medical diagnosis constantly pose
new challenges for segmentation algorithms, demanding high
quality results combined with reasonable performance. The
efficiency of the segmentation methods can greatly bene-
fit from acceleration by graphics processing units (GPUs)
[1]–[3], which are inherently well equipped to handle parallel
processing of 2D and 3D image data.

Deformable models [4] are a popular class of segmentation
methods, based on the idea of a shape (a 2D curve or a
3D surface) that deforms in order to encompass a desired
region. The shape evolution is usually driven by external
image characteristics and internal forces (e.g. controlling the
smoothness of the shape). Typically, edge information [5] or
region intensity statistics [6], [7] are used as image properties
for guiding amodel’s adaptation to the target area. For regions
without clear borders or with non-uniform texture, however,
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these approaches are usually inadequate. To solve the prob-
lem, many texture feature extraction techniques, such as grey
level co-occurrence matrices (GLCM) [8], [9], Gabor fil-
ters [10], matrix factorisation [11], [12], or wavelets [13], are
integrated with deformable models. Typically, these methods
use a single feature [11], [14], [15] or ad hoc combinations
of descriptors [16], [17]. Moreover, the vast majority of the
associated algorithms are limited to 2D images and are often
designed with specific applications in mind [10], [18].

This research proposes a texture-based method for the
segmentation of 3D volumes. The method uses a level
set-based active surface model that evolves under the influ-
ence of 3D texture features. The model evolution employs
a multi-resolution scheme [19] and sparse level set optimi-
sations to speed up computations. The segmentation process
starts at the coarsest resolution of the input volume andmoves
to progressively higher scales. The texture features are com-
puted for each separate scale. In this article, we demonstrate
a realisation of this approach, which utilised features based
on GLCM and discrete wavelet transform (DWT) [20], [21].
GPU acceleration was used for the GLCM feature gener-
ation and the level set evolution. The experimental valida-
tion was performed on synthetically generated test volumes
and real medical imaging datasets, for which both the qual-
ity of the segmentation and the computational performance
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were analysed. The proposedmethodwas also comparedwith
state-of-the-art GPU-based methods.

The main contribution of this work is a new fast segmen-
tation method that is not tied to specific texture features and
can successfully be applied to diverse texture volumes. The
high performance of the method was achieved, first, by the
integration of multi-resolution and sparse approaches in both
the level set and feature extraction methods and, second, its
efficient implementation using a GPU.

This article is organised as follows. Section II provides a
brief necessary background, followed by Section III, which
describes the proposed method in detail. Section IV presents
the experimental validation. The final section concludes the
article and suggests avenues for possible future work.

II. RELATED WORKS
In this section, we present some background information
regarding level set segmentation andGLCM- andDWT-based
extraction of texture features.

A. LEVEL SETS AND 3D SEGMENTATION
Level set methods, originally designed to model propagating
interfaces, are widely used in optimisation, computational
geometry and image processing [22]. The idea of level set
segmentation is based on an implicitly represented shape
defined within an image domain. An active surface S can
be defined as a set of zero-level points p = (x, y, z) of the
function φ(p, t). This formulation gives S = {p : φ(p, t)
= 0}, where φ(p, t) : <3 7→ < and t is the evolution time
step. The surface evolves in its normal direction according to
the following partial differential equation (PDE):

∂φ

∂t
= |∇φ|F, φ(p, 0) = φ0(p), (1)

where φ0 is the initial surface and F is a speed func-
tion F(p, t), which allows the surface to expand or con-
tract in order to encompass the segmented region. Notable
level-set based models include geometric [23] and geodesic
active contours [24], as well as active contours without
edges (ACWE) [6]. While the first two models rely on image
edge information, the ACWE method takes a region-based
approach, inspired by the Mumford–Shah formulation a seg-
mentation problem [25]. TheACWEvariational approach can
provide a piecewise smooth partitioning of an image into
separate regions, even if their edges are not well defined.

Level sets have an inherent ability to change their topology
(divide or merge), which gives them an advantage over tradi-
tional parametric models [5]. The traditional explicit models,
however, often have a computational advantage, since the
computations can be limited to a relatively small number
of contour control points. By contrast, solving a level set
PDE using a finite difference-based method for an entire
image domain, is much more computationally and mem-
ory intensive. Furthermore, the numerical stability of the
method may be compromised due to irregularities that can
appear during the evolution of the level set function. Periodic
re-initialisation of the function is a common solution for this

problem [22], but it may adversely affect the accuracy of the
method and is time-consuming.

Many optimisations were introduced to address these prob-
lems. A narrow band approach can be used to limit the
φ updates to only the region around a propagating con-
tour [1], [26]. Schemes for sparse representations were also
proposed [27]–[29], allowing improved processing and more
space-efficient storage of the level set function. Furthermore,
additional regularisation terms [30] and global minimisation
schemes [31] were proposed to eliminate the need for the
costly φ re-initialisation and improve the performance and
accuracy.

Along with algorithmic improvements, the performance
issues have been addressed by GPU utilisation. Rumpf and
Strzodka [32] demonstrated an early application of GPU
acceleration for the segmentation of 2D images, where the
entire φ function was updated in each iteration. Lefohn et al.
[29] proposed an optimised 3D method that used a sparse
tile-based representation, which only processed the active
regions around the zero-crossing of the level set function.
The algorithm used a compaction scheme to transfer the data
between the CPU and GPU.

Roberts et al. [1] created another notable sparse
GPU-based algorithm. This solution used a narrow band
approach, but tracking of the active computational domain
was performed at the level of individual voxels. The number
of coordinates processed at each time step was therefore min-
imised. The algorithm was used for the segmentation of 3D
medical imaging datasets. A GPU-accelerated level set-based
method was also proposed by Jalba et al. [33]. Their algo-
rithmwas designed for the task of surface reconstruction from
point cloud data. The method achieved high performance due
to a multi-scale tile-based level set implementation.

More recently, Willcocks et al. [34] presented a model that
used a local Gaussian distribution fitting image term [35]. The
model can segment regions with intensity non-homogeneities
and can be resist noise. Although its GPU-accelerated algo-
rithm does not use a sparse level set scheme, it performs
efficiently enough to enable interactive parameter tuning and
visualisation of the results.

B. GREY LEVEL CO-OCCURRENCE MATRIX FEATURES
A GLCM is a square matrix of order equal to the number
of pixel grey levels. For a given spatial window of an image,
the GLCMcontains the probabilities of pair-wise occurrences
of pixels with two grey levels. Each of the (i, j) matrix ele-
ments holds a number of occurrences, where a pixel with
intensity i is adjacent to a pixel with intensity j. The adjacency
of the pixels is defined by the distance between them in a
given orientation. This matrix, after normalisation, is used to
calculate a set of texture feature descriptors, such as entropy,
correlation, homogeneity, contrast or energy [8]. In the gen-
eration process, a set of features is usually selected and com-
puted for a combination of parameters: window size, pixel
distance and orientation. In the 2D case, 4 orientations are
typically considered (see Fig. 1(a)), but in the 3D case [9] this
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FIGURE 1. Illustrations of spatial relations during the calculations of GLCMs. Multiple directions and offsets can be used for a given pixel of
interest. In the 2D case (a), four main directions are typically employed. In the 3D case with a voxel in the 3× 3× 3 neighbourhood (b),
13 directions can be defined for the adjacent voxels (c–e).

FIGURE 2. DWT decompositions of 2D and 2D data sets: (a) schema of 2-level 2D Mallat DWT decomposition with low-pass
(L) and high-pass (H) filters, (b) coefficients of decomposition of a brain MRI image, (c) 3D 3-level hyperbolic DWT
decomposition, and (d) visualisation of the coefficients of a hyperbolic decomposition of a spherical volume.

number can increase to 13 (see Figs. 1(b) to 1(e)). A GLCM
is, therefore, a relatively computationally demandingmethod.
It can also result in a high-dimensional space, requiring
selection [15] or fusion [17] schemes.

C. DISCRETE WAVELET TRANSFORM
DWT creates a multi-resolution representation of an image
that captures its spatial and frequency information. The pro-
cessed image is recursively decomposed by being filtered by
low-pass (L) and high-pass (H) filters along its dimensional
direction. Fig. 2(a) shows a 2D Mallat [20] decomposition,
with the image filtered by four combinations of H and L
filters (horizontally, vertically, and diagonally). The H filters
(HH, HL, and LH) give the detail wavelet coefficients, while
the decomposition continues on the low-pass sub-band (the
approximation coefficients LL). In this way, each level of
decomposition gives a set of four bands of features.

A slightly different approach is used in hyperbolic wavelet
transform (HWT). In this case, an image is first fully
decomposed in each direction before moving to the next
decomposition level. This approach is more computation-
ally intensive but has the advantage of representation of
anisotropic data [21]. Fig. 2(c) illustrates the HWT decompo-
sition of a 3D volume. A visualisation of the absolute values
of the coefficients is presented in Fig. 2(d).

III. THE PROPOSED METHOD
The proposed segmentation method is based on a 3D level
set representation of an active surface. The surface evolu-
tion uses a multi-resolution approach [19]: the input volume
is downscaled multiple times and the segmentation process
spans the lower-resolution volumes until it ends at the original

volume size (see Fig. 3). At each step, the level set method
analyses the texture features generated for the current scale of
the input. The algorithm is general in nature and not limited
to any specific descriptors.

The method requires an initial form of the surface to be
placed inside the target region. Next, this initialisation is
used to calculate the starting form of the level set function
φ, which evolves using the lowest resolution of the volume.
At this resolution, the evolution ends when φ achieves con-
vergence (the number of voxels added or removed from the
segmented region drops below a specified threshold) or when
a provided upper limit of iterations is reached. The resulting
level set function is then up-sampled, reinitialised and evolves
at a higher resolution. The progression scheme reduces the
amount of computation required by the level set evolution.
The algorithm naturally converges faster for a small input
volumes. Furthermore, only the features relevant to the con-
sidered scale are calculated. By the time the highest volume
resolution is reached, the bulk of the target region has already
been segmented.

This process continues until the final scale is reached. At
the original volume resolution, the level set method switches
to a sparse evolution scheme that works only in the neigh-
bourhood of the surface from the previous scale. The relevant
blocks of the φ function are compacted and processed fully
on the GPU. Furthermore, the texture features need to be
generated only for the relevant regions of the image, resulting
in a further reduction in computations.

A. TEXTURAL SPEED FUNCTION
At each resolution, the surface is deformed using the level set
formulation from (1), in which the speed functionF combines
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FIGURE 3. The stages of the proposed method. The segmentation process starts with the initial form of
the surface (bottom left) and runs through downscaled versions of the input volume (top right) until it
stops at the original resolution (bottom right). The employed texture features are generated separately
for each scale of the input volume.

image and curvature terms for a point p:

F(p) = αI (p)+ (1− α)C(p), (2)

where I (p) is the image data term that drives the deformation,
C(p) = div(∇φ(p)/|∇φ(p)|) is the surface curvature and
α ∈ [0, 1] is a user-defined balancing parameter. The original
version [29] defined the data term as:

I (p) = ε − |img(p)− T |, (3)

where img(p) is the image intensity in p, while T and ε are the
intensity target value and tolerance: the surface is prompted
to expand if img(p) is between T − ε and T + ε, and to
shrink if it is out of this range. In this work, we employ
a multi-feature image term Itex(p) [36] that takes into con-
sideration the features (denoted as a set M ) generated for a
given volume resolution. For each surface point p, a subset of
features Sp is defined as:

Sp =
{
m ∈ M : |m(p)− x̄(m)| > θ · σ (m)

}
, (4)

where m is a feature in set M , x̄(m) and σ (m) are the feature
mean and standard deviation inside the initial surface, m(p)
is the value of feature m in the point/voxel p and θ is a
user-defined sensitivity parameter. In other words, the Sp set
will contain all the features that diverge from their mean
values inside the initial surface by θ standard deviations in
voxel p; hence, the texture data term is defined as:

Itex(p) =

{
v |Sp| = 0
−v otherwise,

(5)

where v is a predefined constant (equal to 2 by default to
balance the curvature influence and to ensure numerical sta-
bility). This term prompts the surface to expand into regions
where the features are similar to the interior of the initial
contour. When at least one feature is sufficiently different,
the surface is prompted to retract.

B. LEVEL SET EVOLUTION
The proposed method employs two distinct approaches to the
evolution of the surface at different resolutions. In the case
of downscaled volumes, all the discrete coordinates of the φ
function are updated. This reduces the chance of convergence
to a local minimum, while the GPU-accelerated implemen-
tation provides acceptable performance. While working on
the original volume resolution, the process switches to an
optimised block-based sparse implementation that updates
φ only in the neighbourhood of the second to last surface
(i.e. around the zero-crossing of the level set function). Both
methods are based on an upwind-like numerical scheme. The
φ update at point p and iteration n is according to:

φn+1(p) = φn(p)+1tF(p)|∇φ(p)|, (6)

where 1t is the time step and |∇φ(p)| is the length of φ
gradient, calculated according to the front direction, based on
the sign of F [22].

The block-based scheme is presented in Fig. 4. Firstly,
theφ function from the last iteration is upscaled to the original
resolution. Next, its volume is divided into blocks and a
neighbourhood with a given voxel radius is calculated around
the surface. The blocks with the voxels of this neighbourhood
are then extracted and compacted into a reduced volume.
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FIGURE 4. Compaction of the φ regions before the final stage of the
evolution. The blocks containing the surface neighbourhood are packed
into a smaller buffer that is sent to the GPU. After being processed,
the buffer is unpacked and the final form of the φ function is updated.

Such a packed dataset is processed on the GPU. Since the
compacted data contains only a fraction of the original vol-
ume, the computations and memory requirements are consid-
erably decreased. Ultimately, the result is unpacked and used
to update the φ function to its final form.

The proposed method provides two compaction modes
with different versions of the speed function F . Both modes
handle the φ curvature in a different way. The curvature
requires multiple finite differences to be computed for each
point, which causes an issue with the voxels on the borders
of the blocks, due to them being separated from their original
neighbourhood. The first mode is simplified, since it ignores
the curvature term altogether and only the Itex term is used.
To prevent irregular surface borders, the level set function is
post-processed after convergence and unpacking with a filter
that performs a box blur on each of the φ points. The filter
also slightly dilates the surface to compensate for eventual
shrinkage.

The second mode performs the compaction with a margin
of one voxel around each block. The curvature term is then
included in the speed function but is computed only for the
voxels inside the block and skipped for the margin. Given
the voxel set B as the border of the block, the speed function
Fblock (p) is defined as:

Fblock (p) =

{
αItex(p) if p ∈ B
αItex(p)+ (1− α)C(p) otherwise.

(7)

This version gives a better approximation of the full-domain
evolution at the cost of the increased size of the compacted
data (due to additional border voxels).

C. IMPLEMENTATION
In this section, we describe the implementation regarding
GPU utilisation and texture features.

1) FRAMEWORKS AND GPU UTILIZATION
The proposed implementation is based on OpenCLTM [37],
a cross-platform framework for heterogeneous parallel pro-
gramming, widely used for general-purpose computing on
graphics processing units (GPGPU). OpenCLTM enables
the utilisation of the GPU processing power, while reduc-
ing the necessity to fit the adapted algorithm into purely

graphics-specific primitives. At its core, GPUs are designed
for stream processing (i.e. for parallel application of a func-
tion (kernel) to each element of an input buffer, creating an
output stream).

The method is implemented in MESA [38]—a platform
for the design and evaluation of deformable model-based
segmentation methods. The implementation uses Java for the
main algorithm and the DWT. C language is used for the
GPU acceleration in OpenCLTM, which is applied in the level
set evolution and GLCM features calculation. Both algo-
rithms can process each voxel independently, which makes
them suitable for running on a GPU. The level set evolution
does not require a great deal of additional memory; for the
GLCM features, however, some optimisations are necessary
to conform to the specifics of the GPU.

2) TEXTURE FEATURES
At each step, the proposed method analyses the texture
features generated for the given scale. In fact, any texture
descriptor can be applied here, as long as it generates values
for every voxel.

The presented implementation employs DWT- and
GLCM-based features. These two algorithms work in notably
different ways: the GLCM features are calculated for each
separate resolution of the volume, which gives a vector of
values for each volume point. The input 3D volume is passed
to the GPU as a 1D buffer with values (voxels) stored in
row–major order. The buffer is accessed only for discrete
coordinates and no interpolation (which is possible with
OpenCLTM data-types) is necessary. During the computa-
tions, a complete co-occurrence matrix has to be computed
for the neighbourhood of each voxel. This can pose a prob-
lem for the GPU, since the private memory of a kernel is
limited and dependent on the specific GPU architecture. The
matrix is usually sparse; therefore, a quantisation scheme [9]
(32 greyscale levels instead of the typical 256) is applied to
reduce the memory consumption. This matrix is then used
to calculate the final GLCM features. The final number of
features depends on the combination of selected GLCM
windows, orientations and voxel distances. In the current
implementation, contrast, homogeneity and correlation are
generated. The voxel step is set to 1 and the calculations are
always performed for a 33 voxel cube since the scaling is
performed at the volume level. The features can be calculated
for 13 directions (see Fig. 1), or for all directions combined,
which drastically reduces the search space at the cost of losing
some directional information.

The DWT (performed using the Haar wavelet) is calculated
at the beginning of the method. The initial 3D hyperbolic
decomposition is performed with the JWave library,1 which
results in a coefficient volume equal in size to the input
data. Next, the coefficients at a given decomposition level
are selected for the specific stage of the method according
to the resolution (the first level for the last stage, the second

1https://github.com/graetz23/JWave
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FIGURE 5. Synthetic texture mosaic volume: (a) 3D volume rendering, two cross-sections at (b) z = 149 and (c) z = 189, and (d) DWT
features at z = 189.

level for the second to the last stage, etc.). Since the DWT
coefficients are sparse in nature, they are smoothed with
a Gaussian filter (with σ of 1 voxel) after upsampling to
the current scale. Next, two approaches are possible: each
separate coefficient set can be used in the level set evolution
(seven in total for a given scale) or they can be combined
according to the method proposed in [14]. In contrast to the
GLCM, the initial DWT computation is a one-time operation
and is performed as a standard CPU procedure. The Gaussian
smoothing during the extraction of the DWT coefficients is
actually more computationally intensive, but benefits from a
multi-threaded implementation.

Similarly to the level set evolution, the texture feature gen-
eration process undergoes some optimisations during the last
stage of the method (original volume resolution). Instead of
sending a merged set of texture feature volumes to the GPU,
a single volume containing the textural data term (defined
in (5)) is pre-computed before the start of the evolution.
This operation provides only limited performance gains but
significantly reduces the GPU memory consumption (only
one buffer instead of separate buffers for each feature). Since
the last stage works only on a subset of the image domain,
the feature generation can be limited to only the relevant
regions inside the corresponding φ blocks. In the proposed
implementation, this approach was applied to the GLCM
features.

IV. EXPERIMENTAL VALIDATION
The proposed method was evaluated using synthetic datasets
containing volumetric textures as well as real 3D medical
images. During the experiments, the initial surfaces were
manually placed inside the desired regions. The method was
run with three scales (0.25, 0.5, and 1.0) of the input volume,
up to 500 level set iterations at each scale and the balancing
parameter α was set to 0.25. Unless otherwise specified,
the combined feature volumes were used, i.e. one for the
DWT coefficient and three for the GLCM features, which
resulted in 12 separate feature volumes at all scales. The
experiments were performed on a workstation with an Intel R©

Xeon R© E5-1620v2 CPU, 16 GB RAM and Nvidia Titan
Xp GPU. More detailed execution time analysis was per-
formed with different GPUs. The proposed method was also
compared to two state-of-the-art GPU-accelerated level set
methods: interactive GPU active contours (IGAC) proposed
by Willcocks et al. [34] and work-efficient GPU level set
(WELS), developed by Roberts et al. [1].

FIGURE 6. Segmentation result for the texture mosaic (θ = 4.0): (a) sliced
3D rendering of the volume with the initial surface visible,
(b) visualisation of the segmented surface, and (c) cross-sections of the
segmented region after each stage of the process.

A. SYNTHETIC DATA SETS
Firstly, the method was tested on a synthetic 2563 volume that
contained a mosaic of five texture classes (see Fig. 5). The
textures were created using a 3D noise generation library2

and images from the Brodatz texture album. The results
shown in Fig. 6 indicate that the obtained segmentation
took about 7 s. The method could successfully differentiate
between multiple regions with textures of different types and
scales. Most of the target region was segmented during the
first two stages (see Fig. 6(c)), which amounted to only 18%
of the execution time. To match this result without the benefit
of the multi-resolution approach, the algorithm required over
3200 level set iterations and needed to be run 2.5 times longer.
The segmentation was also performed with the DWT features
disabled (see Fig. 7). In this case, the surface exhibited a
significant ‘leakage’ of the target region at the 0.5 resolution,
but managed to correct itself in the final stage. Without
the DWT-related calculations, the segmentation time was
reduced to about 5.5 s.

The method was also tested using synthetic volumes from
the RFAI database of 3D textures [39]. The database provides

2https://github.com/Auburns/FastNoise
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FIGURE 7. Segmentation of the texture mosaic (θ = 3.5) with only GLCM
features enabled: (a) slice of the φ function after each stage at z = 128,
(b) the compaction region after the second stage, (c) the results after
the second stage, and (d) the final surface.

multiple classes of 3D solid textures, as well as mosaics with
the ground truth for segmentation evaluation. The datasets
contain 1283 volumes composed of two, three and four
classes. The segmentation accuracy was assessed with four
error measures: volume overlap error (VOE), relative volume
difference (RVD), Dice coefficient (DC) and average sym-
metric surface distance (ASSD). Given two sets of voxels R
and G, where R is the tested result and G is the ground truth
segmentation, the first three measures were defined as:

VOE(G,R) = 100 (1− |G ∩ R|/|G ∪ R|),

RVD(G,R) = 100 ((|R| − |G|)/|G|),

DC(G,R) = 2 |G ∩ R|/(|G| + |R|). (8)

The ASSD takes into consideration the distances between
the surfaces of the sets (i.e. the voxels that have at least
one background voxel in their vicinity). For each point sG
in the surface set S(G) the function d(sG, S(R)) denotes the
Euclidean distance from sG to the closest voxel in S(R). These
distances are also symmetrically calculated from the voxels of
R to G. All distance values are then averaged, which defines
the ASSD as:

ASSD(G,R) =
1

|S(G)| + |S(R)|

( ∑
sG∈S(G)

d(sG, S(R))

+

∑
sR∈S(R)

d(sR, S(G))
)

(9)

The experiments were performed on five volumes
composed of two classes (named image1 to image5 in the
2-class RFAI dataset). The average execution time was
between 1 and 2 s. Fig. 8 shows the results for the first volume
(image1). The method achieved high accuracy, in contrast to
3D implementations of a classical intensity-based level set

method (ILS) [29], geometric active contour (GAC) [23],
and ACWE [6]. The quality assessment is presented in
Table 1 and Fig. 9 shows sample cross-sections with the
segmented regions. The proposed method achieved DC equal
to or exceeding 0.95 and VOE lower than 10 in all but one
case. These values were quite good and the errors were
located only on the borders of the regions. Although the voxel
count of the border was low compared to the entire volume,
the low values of ASSD were in line with the other quality
measures. The first three datasets (image1–3) showed clearly
acceptable results. The region border in image3 (see Fig. 9(b))
was more irregular, but this could be improved by adjusting
the α parameter to increase the influence of the curvature.
The image4 volume had a greater directional texture and
required the calculation of the GLCM features for separate
orientations (see Fig. 9(f)). The combined features were not
sufficient to fully discriminate between the two regions and
resulted in a significant under-segmentation: RVD = −32.29
and ASSD = 5.58, compared to final RVD = −9.73 and
ASSD = 1.48 (see Fig. 9(e)). The last dataset (image5) was
also challenging, since it contained two similar texture classes
with difficult to distinguish borders, but the method managed
to find most of the general outline of the region.

The ILS method used the image term presented in (3) and
a GPU-based implementation. The T parameter was set to
the mean intensity inside the initial surface, α was equal
to 0.25 and only the ε tolerance was tuned. As expected,
ILS was not well adapted to non-homogeneous regions. Its
quality was relatively close to the proposed approach only
for the first texture in image1 (see Fig. 8(f)). In all other
cases, the segmentation was largely unsuccessful (similar
to Fig. 8(g)), with both high VOE and RVD and excessive
ASSD. Furthermore, the ILS took more time to converge:
about 11 s on average.

The GAC relied on an edge-based energy that pushed
the surface towards the boundaries of the segmented region.
This energy used a gradient of a smoothed version of the
volume and diminished the closer the surface got to an
edge. The smoothing was performed with a Gaussian filter
with the σ parameter in a range from 2 to 4 pixels, which
seemed appropriate for the dimension of the input volumes.
The GAC approach was mostly inadequate for the RFAI
dataset and usually resulted in significant undersegmenta-
tion, as indicated by high negative values of RVD that cor-
responded with VOE. The simple Gaussian filter was not
able to simultaneously smooth the textures and preserve a
sharp border between the patterns, therefore the surface was
typically stopped before it could cover most of the segmented
region.

Finally, the results of the proposed algorithm were
compared with a 3D piecewise-constant version of the
ACWE method. This approach partitions the dataset into two
classes (phases) by minimizing their internal intensity vari-
ance. ACWE has an ability to deal with noise and the lack of
clear borders between the regions, but works well only when
the average intensity values of the phases are distinct enough.
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FIGURE 8. Segmentation result for the first RFAI 2-class volume (image1): (a) slice of the volume at z = 64, (b) 3D rendering of the volume,
(c–d) cross-sections with the results of the proposed method (z = 64), (e) values of |Sp| for the slice corresponding to z = 64 (mapped to
greyscale), (f–g) 3D visualisations of the intensity-based level set results, and (h–i) 3D visualisations of the proposed method results.

TABLE 1. Accuracy of the RFAI 2-class dataset segmentation performed with the ILS, GAC, ACWE, and the proposed method (sensitivity parameters ε, σ ,
and θ also provided).

FIGURE 9. Example results for RFAI database volumes: (a) image2 volume at z = 64, (b) image3 at
z = 64, (c–d) results of the intensity-based level on the two previous slices, (e) image4 at z = 100
(undersegmentation of class1), (f) image4 at z = 100 (final result of class1), (g) image5 at z = 96
(class1), and (h) example result on a volume with multiple classes.

This condition was met for the image1 volume, where the
ACWE, unsurprisingly, achieved a high-quality segmenta-
tion. The other volumes, however, did not fit this criterion,

as their textures differed more in scale, pattern, and orienta-
tion, rather than just in mean intensity. Ultimately, the ACWE
segmentation of these volumes was largely unsuccessful.
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FIGURE 10. Segmentation of white matter in the brain MRI. Results of the proposed method at scales of
(a) 0.25, (b) 0.5 and (c) 1.0, as well as (d) an example contour at z = 79. Surfaces in (a) and (b) are up-scaled
for better presentation. Results of (e) WELS and (f) IGAC methods captured with their native software (the
perceived perspective differences are due to the distinct rendering capabilities of the programs).

B. REAL DATA SETS
The proposed method was also tested using real 3D medical
imaging data. The resulting quality and runtime performance
was compared with the WELS and IGAC algorithms, since
both of those methods are used for medical image segmenta-
tion. Although the accuracy of the outcomes is the ultimate
goal for medical applications [40], [41], the complexity and
time performance of the algorithms is also an important
factor, especially considering the size of 3D imaging data [3].

The examples show the segmentation results of two volumes:
a brain MRI provided in [1] (with 256 × 256× 174 voxels)
and a thoracic CT scan from the 2017 Lung CT Segmentation
Challenge (LCTSC) database [42]–[44] (256 × 256 × 168,
cropped from 5122 images for better scaling).

The segmentation of white matter in the brain dataset is
presented in Fig. 10. The visualised surfaces show increas-
ing segmentation fidelity at each scale. The method used
the source data intensity and GLCM contrast as the image
features and took about 3 s to complete. This performance
was comparable with the WELS method (see Fig. 10(e))
which completed in a similar time. Regarding the IGAC
(see Fig. 10(f)), the segmentation took between 20 and 35 s.
Qualitatively, all three methods were able to obtain accept-
able results, but runtime disparity was evident. The proposed
approach was much faster than IGAC and on a par with
WELS, despite the usage of more complex image feature
descriptors.

The lung segmentation of the thoracic CT was performed
according to the LCTSC guidelines (i.e. one lung should
be separate from another and hilars and the trachea/main
bronchus should be omitted). The results (see Fig. 11) show
a successful segmentation with DC close to 0.98. The texture

stopping term |Sp| (see Fig. 11(d)) prevented the ‘leakage’ of
the surface into the bronchus. Such behaviour ismore difficult
to achieve using only the image intensity, as observed for the
segmentation using the WELS method (see Fig. 12). IGAC,
due to its more advanced image term, is much more robust
in segmenting only the lung region. The proposed method
ran in 4.5 s, whereas WELS took 3 s and IGAC finished in
about 40 s.

C. RUNTIME PERFORMANCE EVALUATION
The performance of the method was tested on three Nvidia
GPUs: GTX 980, Titan Xp, and Tesla P100. The experiments
were performed on the mosaic volume from the first example
(2563 voxels). Three default scales were used and level set
iterations were fixed to 500 for each stage. Only the GLCM
features were employed, since theDWTalgorithmwas imple-
mented on the CPU. Table 2 shows the specifications of the
cards and execution times for the final stage. Three modes
were compared: an un-optimised version (Full), a sparse
mode with a margin (Mrg.), and a sparse mode with smooth-
ing and curvature disabled (NoC.). The execution times for
the non-sparse version were included to illustrate the per-
formance gains. The results showed that the sparse schemes
significantly decreased the total time taken for segmentation.
The combined time of the first two stages, independently of
the last stage mode, took less than 20% of the total time in the
un-optimised mode, indicating that most of the computations
were performed in the final stage. Such disparities between
the stages were expected, since each subsequent resolution
increased the total voxel count eightfold.

Fig. 13 shows an in-depth analysis of the final stage.
The stacked execution time of the separate GLCM and level
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TABLE 2. Specifications of the graphics cards used for performance tests and total test volume segmentation times in different modes for the last
resolution stage. A summary time of the first two stages is also provided.

FIGURE 11. Lung CT segmentation using the proposed method: (a) sliced
volume rendering of the data with the resulting surface visible,
(b) resulting contour at z = 82, values of |Sp| for the slice with (c) only the
image intensity used and (d) with the GLCM features included.

FIGURE 12. Lung CT segmentation with the (a–b) WELS and (c) IGAC
methods. WELS was able to successfully segment the region (a), but
precise parameter tuning was required to prevent leakage into the
bronchus and trachea regions (b).

set (LS) stages are displayed for each GPU and final stage
mode. Taking into account the capabilities of the GPUs,
the results showed reasonable variation between the cards.
The weakest GTX 980 gained the most from the optimisation
schemes. Titan and Tesla differed in the GLCM and LS
stages, but their overall time was very similar.

FIGURE 13. Performance of the last algorithm stage on different GPUs.
Three modes are presented: unoptimised version (Full), sparse mode with
margin (Mrg.) and sparse mode with smoothing and curvature disabled
(NoC.). The stacked execution time consist of the level set evolution (LS)
and GLCM generation.

Although the sparse mode with a margin gave results
similar to the un-optimised mode, it took longer to complete
than the simplified sparse mode with smoothing, because
the margin mode had to perform the curvature computa-
tions. Furthermore, the additional border margin significantly
increased the size of the compacted volume. With a block
size of 8, an additional margin of 1 voxel almost doubled
the packed data size (83 vs 103 voxels). In the test example,
this resulted in a packed-to-original data ratio of 0.3 for the
margin mode, compared to 0.16 for the smoothing scheme.

To put these results into perspective, the GPU-based
3D GLCM algorithm was compared to a single- and
multi-threaded 2D CPU version. On an 8-core/16-thread
AMD RyzenTM 2700 CPU, the generation of 2D features
for each slice of the 2563 volume took 201 s on a single
thread and 39 s on all threads. Titan Xp could calculate
more demanding 3D features of the same volume in 3.6 s,
which provided×59 and×10.8 speedup over the CPU (using
4 GLCM orientations in 2D and 3D cases).

D. DISCUSSION
The proposed method demonstrated positive results for syn-
thetic data sets and performedwell on real volumetric images.
The algorithm was able to use full 3D texture features while
maintaining high performance, as supported by the com-
parison with other GPU-based level set implementations.
Notably, WELS is still one of the fastest methods available.
Its optimisations are based on maintaining a sparse narrow
band around the evolving surface. The algorithm does not use
tiling, but the band region is tracked in a per-voxel way, which
provides an even bigger reduction in computational load. Its
intensity-based image force, however, is similar to ILS and
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is not well-suited for handing textured regions. Despite the
costly generation of full 3D features, the proposed method is
very competitive with WELS in terms of its pure execution
time, obtaining segmentation results on real data sets in less
than 5 s.

The IGAC uses a variational region-based scheme [6].
This approach evolves the level set functions according
to the parameters of foreground and background regions.
The image fitting term is global and has to be constantly
updated during the evolution. Furthermore, the IGAC uses
a Gaussian distribution-based image term that applies better
to regions with non-uniform intensity. The work is there-
fore performed on the entire image domain and is bound to
the Gaussian kernel calculation. In comparison to the pro-
posed method, the IGAC was therefore significantly slower.
However, the model used in IGAC has some advantages,
such as lower dependence on initialisation—its global nature
makes it harder to stuck in a local minimum. It has also been
noted that the implementation focuses on interactive segmen-
tation, whereby the operator can use brush-like tools to aid or
block the surface progression. The algorithm parameters can
also be adjusted in real time.

V. CONCLUSION AND FUTURE WORKS
In this article, a texture-based level set method for the
segmentation of 3D volumes is proposed. The method takes
advantage of a multi-resolution and sparse scheme to speed
up computations and utilises the multi-scale nature of the pro-
vided texture features. The high performance is also enhanced
by GPU acceleration using OpenCLTM. The algorithm has
the advantage of possibly using different texture features.
The textural level set speed function utilises only the rele-
vant features at a given scale and is not bound to specific
descriptors. The experiments using synthetic datasets indi-
cated that it can handle a large variety of textured volumes.
Moreover, the performance evaluation of the method showed
that it can efficiently process typical datasets, even on a
current mid-range GPU, and does not require specialised
hardware.

The promising test using real datasets suggested possible
applications for medical image segmentation. 3D medical
imaging datasets are traditionally presented as a series of 2D
images and many previous methods were limited to slice-
by-slice processing of the volumes [40], [45]. Given the size
of modern imaging data, the segmentation of 3D structures
on individual images can be a tedious and error-prone task.
Full 3D algorithms [3], [41] offer significant advantages,
since the continuity of the segmented region is more naturally
maintained, without the need for post-processing of separate
images. There is also no need for re-initialisation for separate
slices. The presented examples show that the method is able
to successfully segment some typical medical datasets in a
matter of seconds, while the texture-based approach can be
beneficial for the quality of the results.

The current version of the method could be improved
in many ways. The textural level set speed function has

an ability to discard irrelevant features at a given moment.
The method, however, has to calculate the features anyway
before starting the evolution. A pre-selection scheme could
be applied here to limit those computations (e.g. by trying to
predict the most useful features, using data from the earlier
stages and scales). Integration with region-based models [6]
could also be an interesting direction to take. Currently,
the method relies on manual initialisation, which could also
be improved by using region-based and global minimisation
schemes [31].

Regarding the performance, the employed optimisation
relies on limiting the computations to the locally relevant
data regions. To effectively run for a typical uniformly dis-
tributed GPU workload, this kind of approach requires rel-
atively complex packing and streaming schemes in order
to achieve an optimal GPU saturation. This issue could be
addressed by the utilisation of more advanced GPGPU com-
puting models, such as OpenCLTM non-uniform workgroups
or CUDA dynamic parallelism [46], which are designed
for irregular workloads. From an implementation standpoint,
the usage of private/local GPU memory for GLCM and level
set algorithms could be improved to better accommodate the
capabilities of modern hardware.
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